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ABSTRACT

Understanding the underlying neuro-perceptual mechanism
of humans’ ability to decode emotional content in vocal sig-
nal is an important research direction. In this paper, we de-
scribe our initial research effort into quantitatively model-
ing the joint dynamics between measures of vocal arousal
and blood oxygen level-dependent (BOLD) signals. We uti-
lize Gaussian mixture regression approach to predict the in-
voked BOLD signal response as the subject is exposed to
various levels of continuous vocal arousal stimuli. The pro-
posed framework is built upon measures of vocal arousal
from acoustically-derived features, and we obtain a reason-
able predictive correlation to the true BOLD signal for the
seven emotionally-related brain regions. Further experiment
also demonstrates that there exists a more explanatory power
of using signal-derived arousal measure to the internal BOLD
signal responses compared to using human annotated arousal
in the construction of Gaussian mixture regression modeling.

Index Terms— behavioral signal processing (BSP), vocal
arousal score, fMRI, Gaussian Mixture Regression

1. INTRODUCTION

Emotion is a core mechanism in determining how human
produces and perceives behaviors and further reacts and re-
sponds to each other during an interaction. Human encodes
and decodes important affective information through expres-
sive behavioral modulation (encoding) and internal percep-
tual process (decoding), respectively. In neuroscience, the
use of functional magnetic resonance imaging (fMRI) in mea-
suring blood-oxygen-level-dependent (BOLD) signal, i.e., a
proxy measure to human brain’s neural activities, have en-
abled a wealth of research in understanding the scientific
underpinning of affective cognitive/perceptual process (e.g.,
[1, 2, 3, 4, 5]). In engineering, researchers in the past decades
have worked extensively on extracting affective-meaningful
measures from audio-video recordings, i.e., quantifying ex-
pressive attributes related to speech acoustics, facial expres-
sions, and body gestures, enabling systems to perform auto-
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matic emotion recognition (e.g., [6, 7, 8, 9]). Our research
aims at bridging the two seemingly separate fields to in order
to provide a more objective understanding of human’s neuro-
perceptual mechanism when decoding vocal emotion.

Previous studies in neuroscience have demonstrated that
through the use of fMRI technology, different brain regions
could be identified as activated when a subject is presented
with vocal-based affective stimuli. For example, Sander
et al. identified multiple brain areas in processing vocal emo-
tion, e.g., the right amygdala and bilateral superior tem-
poral sulcus both respond to anger prosody [3], Grandjean
et al. demonstrates that middle temporal sulcus has enhanced
activation for angry relative to neutral prosody [4]. These
studies have brought insights into understanding the underly-
ing neuro-perceptual mechanism of vocal emotion decoding.
Most of the past studies, though, focused mainly on analyzing
which brain regions are activated when presented with a pre-
defined set of vocal emotion stimuli, often without objective
signal quantification. Furthermore, the dynamic variation of
vocal arousal within a stimulus is also largely ignored.

In this paper, we describe our initial work on joint model-
ing of the dynamics between levels of vocal arousal, i.e., mea-
sured with acoustic signal, and human brain’s perceptual re-
sponse, i.e., measured with BOLD signal. On of the recent ad-
vancements in behavioral signal processing (BSP) [10] have
resulted in the development of an objective measure of emo-
tion arousal, i.e., vocal arousal score (VC-AS) [11]. With the
availability of VC-AS as an objective measure of emotional
arousal and the BOLD signal as objective measures of neu-
ral activities, it enables our research into developing a joint
model between these two set of time series using Gaussian
Mixture Regression (GMR). To the best of our knowledge,
there has not be any directly related work in the literature.

We carry out our experiment in a 18 subjects database
where each subject is presented with three distinct levels of
5-minute long vocal arousal stimuli. The results show that
our framework is capable of achieving a good prediction of
the BOLD signal response in areas such as anterior singular
cortex, hippocampus, amygdala, middle temporal pole, and
inferior temporal pole. Furthermore, GMR achieves better
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prediction compared to support vector regression and linear
regression. Lastly, by comparing the use of VC-AS to an-
notator rating as measure of emotional arousal, the use of
VC-AS leads to a prediction closer to subject’s true BOLD
response. This result further implicates the viability of using
signal-derived measure of emotional arousal in the study of
human affective perceptual process.

The rest of the paper is organized as follows: section 2
describes about research methodology, section 3 details the
experimental setup and results, and section 4 concludes with
discussion and future works.

2. RESEARCH METHODOLOGY

2.1. Vocal Emotion Stimulus Design
Vocal emotion stimulus is designed from a well-known emo-
tional database, the USC IEMOCAP database [12]. Each of
the sentences in the database is annotated with an activation
(a.k.a., arousal) and a valence score from the scale of 1 to 5
by at least two naive evaluators. We choose a total of 175 sen-
tences from a single male subject in the IEMOCAP database
to construct our stimuli. These sentences are first grouped
into three different emotional arousal levels, i.e., high, mid,
and low, according to the annotated score; high corresponds
to activation value greater than 3.5, low corresponds to value
less than 2.5, and the rest is termed as mid. All utterances
are restricted to have valence score between 2.5 and 3.5. The
stimulation paradigm is a random presentation of three differ-
ent distinct arousal-level of 5-minute long continuous vocal
stimuli. Each of the three stimuli is essentially a collection
out of the 175 utterances from the group of high, mid, and
low, respectively.

2.2. fMRI Data Collection
We recruited a total of 18 right-handed healthy subjects (14
male, 4 female) to participate in our study. Subjects did not
know about the experimental details a-priori. They were only
informed that this was an experiment about hearing percep-
tion, and they were required to stay awake during MRI scan-
ning while listening to the three vocal stimuli in random or-
der. MRI scanning was conducted on a 3T scanner (Prisma,
Siemens, Germany). Anatomical images with spatial resolu-
tion of 1 × 1 × 1 mm3 (T1-weighted MPRAGE sequence)
were acquired using an EPI sequence (TR/TE= 3000/30ms,
voxel size = 3× 3× 3 mm3, 40 slices, and 100 repetitions).
We performed all necessary pre-processing steps on the col-
lected MRI data using the DPARSF toolbox [13].

2.3. Vocal Stimuli’s Arousal Ratings
Figure 1 demonstrates the overall vocal stimuli’s design (sec-
tion 2.1). There are a total of three 5-minute long continuous
vocal stimuli. Each of which is associated with two different
types of arousal ratings:

• Global arousal rating (GA): a single arousal label,
i.e., high, mid, low, for each stimulus

Fig. 1: Three continuous 5-minute long vocal affect stimuli
were designed. Each stimulus is associated with an global
arousal rating (high, mid, and low) and two sequences of local
arousal ratings (human annotated arousal, and signal-derived
vocal arousal) at every 3 minutes in-sync with MRI scanning

• Local arousal rating (AA, VC): a sequence of arousal
ratings occurred at every 3 seconds, i.e., 100 arousal
scores aligned with 100 scanning time point from the
MRI, for each of stimulus

Global arousal rating is determined based on whether the col-
lection of the sentences that make up that particular stimulus
is from the high, mid, or low annotated arousal group (section
2.1). Furthermore, there are two categories of local arousal
rating: human annotated activation (AA) and signal-derived
VC-AS (VC). Annotated activation is based on human judg-
ment given in the database. VC-AS is a signal-derived arousal
score that consists of three simple and knowledge-inspired
acoustic features, i.e., pitch, intensity, HF500 (details in [11]);
each of the features provides a measure of arousal, and the
common single metric used is the fusion of the three scores.
Global arousal rating indicates the overall arousal level for the
entire stimulus, and local arousal rating indicates the variation
of emotional arousal within each stimulus across time.

2.4. Gaussian Mixture Regression
We utilize Gaussian mixture regression approach to jointly
model the times series of the arousal ratings and the BOLD
signal. The core idea of GMR is to first train a Gaussian mix-
ture model (GMM) to characterize the joint probability den-
sity function over a set of variables, and then by utilizing re-
gression function to retrieve desired output variables by spec-
ifying the known input variables’ values. Researchers have
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utilized GMR successfully in modeling humanoid robot’s mo-
tion trajectories [14], performing acoustic-to-articulatory in-
version [15], and even tracking continuous-valued emotional
attributes in dyadic interactions [16]. We will briefly describe
GMR in the following.

Assuming two random variables, X,Y . It is well known
that when (X,Y ) is a joint Gaussian distribution, the con-
ditional density is also Gaussian. The regression function,
m(x), is hence a linear function whose slope is determined
by

∑
X , the variance of X ,

∑
Y X , the covariance of Y and

X , and µx, µy , the mean of X and Y :

m(x) = E[Y |X = x] = µy + ΣY XΣ−1X (x− µx)

σ2 = V ar[Y |X = x] = ΣY − ΣYXΣ−1X ΣXY

the joint density function can then be further partitioned as:

φ(x, y;µ,Σ) = fY |X(y|x)fX(x) = φ(y;m(x), σ2)φ(x;µx,Σx)

Assuming now the joint density function, fXY , is a mixture
of Gaussians with the number of mixture, k, we can easily
derive the marginal density of X:

fX(x) =

∫
fXY (x, y)dy =

k∑
j=1

πjφ(x;µjx,Σjx)

and the conditional density, fY |X ,

fY |X(y|x) =
φ(x, y;µ,Σ)

fX(x)
=

k∑
j=1

wj(x)φ(y;mj(x), σ2
j )

where,

wj(x) =
φ(x;µjx,Σjx)∑k

j=1 πjφ(x;µjx,Σjx)

πj indicates the mixture weight with the constraint,
∑k

j=1 πj .
The final GMR regression function, m(x), is of the form:

m(x) = E[Y |X = x] =

k∑
j=1

wj(x)mj(x) (1)

Equation 1 is the core regression function that by specify-
ing X = x, we can obtain Y = m(x). Note that the weight
function wj(x) is not determined by the local structure of the
data but by the components of the global Gaussian mixture
model; this makes GMR a global parametric model with non-
parametric flexibility.

3. EXPERIMENTAL SETUP AND RESULTS

3.1. Experimental Setup
We conduct the following two experiments and result their
results in the following sections:

• Experiment I: Classification of the three different lev-
els of global arousal rating (GA) using voxel-wise
BOLD signals

• Experiment II: Prediction of the average BOLD sig-
nal response for the 20 selected emotion-related brain
regions using GMR

Experiment I aims at understanding whether there exists a sig-
nificant relationship between the changes of BOLD signals
in brain regions and human perceptual arousal rating. We
adopt the use of anatomical automatic labeling (AAL) to split
the brain into 90 regions (ROIAAL90) [17], resulting in a to-
tal of 47636 number of voxels. Furthermore, we selected 20
emotion-related brain regions-of-interest (ROIEMO20) based
on a prior research [18], resulting in a total of 11550 num-
ber of voxels. Experiment II aims at demonstrating that the
predictive ability of GMR to generate the invoked BOLD sig-
nal time series when given a sequence of desired V C or AA
arousal values. We focus on predicting the average BOLD
signal response for the ROIEMO20.

The ROIEMO20 are the following: the left (L) and the
right (R) region of anterior cingulate cortex (ACC), posterior
cingulate (PCC), hippocampus (HIPPO), amygdala (AMYG),
precuneus (PREC), superior temporal pole (ST POLE), mid-
dle temporal pole (MT POLE), and inferior temporal (IT).

3.2. Experiment I Results and Discussions
The classification experiment is carried out using leave-one-
subject out cross-validation. We train a multi-class linear
support vector machine classifier to differentiate between the
three classes (levels) of global arousal using either the entire
ROIAAL90 regions or the ROIEMO20 regions.

Table 1: Summary of Experiment I results
Classification Accuracies

ROIAAL90 ROIEMO20
PCA 0.50 0.72

Feature Selection 0.72 0.91

Table 1 summarizes our classification accuracies. The di-
mensionality of the feature vector for each sample of stim-
ulus is extremely large (100 time points × total # of voxels).
Principle component analysis (PCA) approach is performed
to reduce the dimensionality to 51 (17 training subjects × 3
stimuli) [19]. We also use feature selection, i.e., univariate
selection, to keep only the top 10% of all features.

It is evident there indeed is a strong indication that BOLD
signal is distinct when the subject is presented with these
three levels of vocal arousal stimuli; by using feature selection
within the 20 ROIEMO20 areas, we can obtain an accuracy of
91%. We further examine the most important regions within
the ROIEMO20 by computing a ratio, i.e., the number of voxels
selected divided by the total number of voxels within each of
the 20 areas. The top three most important areas are AMYGR

(30%), PCCL (26%), and AMYGL (25%); the number is the
parenthesis indicate the percentage of voxels used in that par-
ticular area in the final classification model.
3.3. Experiment II Results and Discussions
In Experiment II, we first train an GMM (m = 32) on 29
variables: 1 time index, 20 ROIEMO20 average BOLD sig-
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Table 2: Summary of Experiment II results (average Pearson correlation over 18-fold cross-validation)
ROI ACCL ACCR PCCL PCCR HIPPOL HIPPOR AMYGL AMYGR PRECR PRECL

LinearR 0.141 0.214 0.210 0.051 0.199 0.196 0.221 0.132 0.151 0.061
SVR 0.165 0.244 0.250 0.022 0.237 0.231 0.265 0.132 0.175 0.084
GMR 0.214 0.327 0.372 0.041 0.331 0.302 0.333 0.162 0.211 0.101
ROI STL STR ST POLEL ST POLER MTL MTR MT POLEL MT POLER ITL ITR

LinearR 0.018 0.011 0.010 0.030 0.016 0.029 0.227 0.134 0.192 0.205
SVR 0.040 -0.012 0.018 0.040 0.016 0.047 0.268 0.152 0.211 0.228
GMR 0.030 0.020 0.013 0.075 0.005 0.039 0.381 0.160 0.283 0.322

Table 3: Comparison of the ROIEMO20 BOLD signal predic-
tion accuracy between using vocal arousal score (VC) and
annotated activation (AA) as input to the GMR model

GMRVC GMRAA
ACCR 0.327 0.249
PCCL 0.372 0.292

HIPPOL 0.331 0.251
HIPPOR 0.302 0.239
AMYGL 0.333 0.264

MT POLEL 0.381 0.280
ITR 0.322 0.263

nals, and 8 VC-AS scores. 20 ROIEMO20 BOLD signals are
obtained by averaging over voxel values within the speci-
fied regions. 8 VC-AS scores are obtained by computing
pitch-based, intensity-based, HF500-based, and final fused
VC-AS arousal scores individually, and their respective deltas
(4× 2 = 8). VC-AS scores are first convolved with a canoni-
cal hemodynamic response function (HRF) to compensate for
the delay occurs between receiving stimulus and showing ef-
fect in the physical BOLD responses. Then, for the testing
subject, we use GMR to obtain 20 sequences of BOLD sig-
nals by inputting time index and 8 VC-AS score sequences.
The accuracy is measured here by Pearson correlation. Two
other baseline methods, i.e., support vector regression (SVR)
and linear regression (LinearR), are also carried out to com-
pare with GMR.

Table 2 shows the average correlation between predicted
BOLD signal in each of the 20 regions and the true BOLD
signal over 18 subjects. First thing to note is that GMR con-
sistently outperforms SVR and LinearR. Secondly, it is en-
couraging to see that with simply 8 values of vocal arousal
scores, the proposed framework is able to achieve good pre-
dictive performance (average r > 0.3) for a number of brain
regions: ACCR, PCCL, AMYGL, HIPPOLR, MT POLEL,
and ITR; these areas have all been demonstrated in past works
to serve major functions in emotion processing [1, 5, 20]. Fig-
ure 2 shows an exemplary predicted versus true BOLD signal
for one of our subjects at the region of MT POLEL.

Furthermore, we conduct additional experiment but build-
ing a model between annotated arousal (AA) and ROIEMO20
BOLD instead. The comparison between this model and
the vocal arousal score-based model for the best 7 areas is
shown is Table 3. Our result indicates that acoustically-
derived arousal measures obtain a better modeling power.

Fig. 2: An example of predicted BOLD signal (in red) versus
true invoked BOLD signal (in blue) in the middle temporal
pole (left) region using vocal arousal scores in the GMR for
the three different stimuli

It may simply due to the fact there are more variables in
the use of GMRV C compared to GMRAA; however, we
would further investigate whether it is indeed that the inter-
nal brain’s BOLD signal responses are more associated with
acoustically-derived signals than with human’s annotation.

4. CONCLUSIONS AND FUTURE WORK
In this work, we present a Gaussian mixture regression
approach toward objectively model the dynamics between
acoustically-derived vocal arousal score and internal brain’s
BOLD signal response. We demonstrate that the proposed
computational framework is capable of tracking the changes
of BOLD signal in response to vocal emotion stimuli, mea-
sured and quantified acoustically. While initial, it is encourag-
ing to see that it is indeed viable to statistically model the dy-
namics between expressive vocal behaviors and internal emo-
tion perceptual process, both measured by objective signals.

Uncovering the transfer function between exposure to vo-
cal emotion stimuli and the internal brain’s response remains
a challenging research direction. With the continuing ad-
vancement in the signal-based emotion recognition systems
and the growing amount of neuroscience research in emo-
tional perception, we will continue to develop modeling such
a transfer function with a goal to inspire both new BSP ana-
lytics and to bring objective evidence to advance science.
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